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Big Data

[Physics]

http://cdsweb.cern.ch/record/1295244
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14924974@N02/2992963984/ 



http://it.wikipedia.org/wiki/
File:KSC_radio_telescope.jpg
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v=zwRTIUhKfQM

all roads of Germany, from MOVIES-
paper SSTD 2009
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illustration-16136234-dna-strands.php



[Dean et al, OSDI’04]

MapReduce



Semantics:

map(key, value) -> set of (ikey, ivalue)

reduce(ikey, set of ivalue) -> (fkey, fvalue)



Google-Use Case:

Web-Index

map(key, value)
->

set of (ikey, ivalue)



map(docID, document)
->

set of (term, docID)

map(44,
         ´´This is text on a website!´´
)
->
{
 (``This´´, 44),
 (``is´´, 44),
 (``text´´, 44),
 (``on´´, 44),
 (``a´´, 44),
 (``website´´, 44)
}

map(42,
         ´´This is just another website!´´
)
->
{
 (``This´´, 42),
 (``is´´, 42),
 (``just´´, 42),
 (``another´´, 42),
 (``website´´, 42)
}



map(43,
         ´´One more boring website!´´
)
->
{
 (``One´´, 43),
 (``more´´, 43),
 (``boring´´, 43),
 (``website´´, 43)
}

reduce(ikey, set of ivalue)
->

(fkey, fvalue)

reduce(term, set of docID)
->

(term, (posting list of docID, count))



reduce(``This´´,
	 {42,
	  43}
)
->
(``This´´, ([42, 43], 2))

reduce(``is´´,
	 {42,
	  43}
)
->
(``is´´, ([42, 43], 2))

reduce(``boring´´,
	 {43}
)
->
(``boring´´, ([43], 1))

etc.



Other Applications:

Search 
rec.a==42 or: 
rec.contains(``bla´´) or:
rec.contains(0011001)



Search 
rec.a==42 or: 
rec.contains(``bla´´) or:
rec.contains(0011001)

Machine Learning
k-means, mahout library

Search 
rec.a==42 or: 
rec.contains(``bla´´) or:
rec.contains(0011001)

Machine Learning
k-means, mahout library

Web-Analysis
Sum of all accesses to page 
Y from user X

Search 
rec.a==42 or: 
rec.contains(``bla´´) or:
rec.contains(0011001)

Machine Learning
k-means, mahout library

Web-Analysis
Sum of all accesses to page 
Y from user X

etc.



Big Data ?

map() and reduce() with
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fits well with the simplicity philosophy of Hadoop.
Hadoop++ changes the internal layout of a split — a large hori-

zontal partition of the data — and/or feeds Hadoop with appropri-
ate UDFs. However, Hadoop++ does not change anything in the
Hadoop framework.

Contributions. In this paper we make the following contributions:

(1.) The Hadoop Plan. We demonstrate that Hadoop is noth-
ing but a hard-coded, operator-free, physical query execution plan
where ten User Defined Functions block, split, itemize, mem,
map, sh, cmp, grp, combine, and reduce are injected at pre-
determined places. We make Hadoop’s hard-coded query process-
ing pipeline explicit and represent it as a DB-style physical query
execution plan (The Hadoop Plan). As a consequence, we are then
able to reason on that plan. (Section 2)
(2.) Trojan Index. We provide a non-invasive, DBMS-
independent indexing technique coined Trojan Index. A Trojan
Index enriches logical input splits by bulkloaded read-optimized
indexes. Trojan Indexes are created at data load time and thus have
no penalty at query time. Notice, that in contrast to HadoopDB we
neither change nor replace the Hadoop framework at all to integrate
our index, i.e. the Hadoop framework is not aware of the Trojan In-
dex. We achieve this by providing appropriate UDFs. (Section 3)
(3.) Trojan Join. We provide a non-invasive, DBMS-independent
join technique coined Trojan Join. Trojan join allows us to co-
partition the data at data load time. Similarly to Trojan Indexes,
Trojan Joins do neither require a DBMS nor SQL to do so. Tro-
jan Index and Trojan Join may be combined to create arbitrarily
indexed and co-partitioned data inside the same split. (Section 4)
(4.) Experimental comparison. To provide a fair experimen-
tal comparison, we implemented all Trojan-techniques on top of
Hadoop and coin the result Hadoop++. We benchmark Hadoop++
against Hadoop as well as HadoopDB as proposed at VLDB
2009 [3]. As in [3] we used the benchmark from SIGMOD
2009 [16]. All experiments are run on Amazon’s EC2 Cloud.
Our results confirm that Hadoop++ outperforms Hadoop and even
HadoopDB for index and join-based tasks. (Section 5)

In addition, Appendix A illustrates processing strategies systems
for analytical data processing. Appendix B shows that MapReduce
and DBMS have the same expressiveness, i.e. any MapReduce task
may be run on a DBMS and vice-versa. Appendices C to E contain
additional details and results of our experimental study.

2. HADOOP AS A PHYSICAL QUERY EX-
ECUTION PLAN

In this section we examine how Hadoop computes a MapReduce
task. We have analyzed Yahoo!’s Hadoop version 0.19. Note that
Hadoop uses a hard-coded execution pipeline. No operator-model
is used. However Hadoop’s query execution strategy may be ex-
pressed as a physical operator DAG. To our knowledge, this paper
is the first to do so in that detail and we term it The Hadoop Plan.
Based on this we then reason on The Hadoop Plan.

2.1 The Hadoop Plan
The Hadoop Plan is shaped by three user-defined parameters

M, R, and P setting the number of mappers, reducers, and data
nodes, respectively [10]. An example for a plan with four map-
pers (M = 4), two reducers (R = 2), and four data nodes (P = 4)
is shown in Figure 1. We observe, that The Hadoop Plan consists
of a subplan L ( ) and P subplans H1–H4 ( ) which correspond
to the inital load phase (HDFS) into Hadoop’s distributed file sys-
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Figure 1: The Hadoop Plan: Hadoop’s processing pipeline ex-
pressed as a physical query execution plan

tem. M determines the number of mapper subplans ( ), whereas R
determines the number of reducer subplans ( ).

Let’s analyze The Hadoop Plan in more detail:
Data Load Phase. To be able to run a MapReduce job, we first
load the data into the distributed file system. This is done by par-
titioning the input T horizontally into disjoint subsets T1, . . . ,Tb.
See the physical partitioning operator PPart in subplan L. In the
example b = 6, i.e. we obtain subsets T1, . . . ,T6. These subsets
are called blocks. The partitioning function block partitions the
input T based on the block size. Each block is then replicated
(Replicate). The default number of replicas used by Hadoop is 3,
but this may be configured. For presentation reasons, in the exam-
ple we replicate each block only once. The figure shows 4 di�erent
data nodes with subplans H1–H4. Replicas are stored on di�erent
nodes in the network (Fetch and Store). Hadoop tries to store
replicas of the same block on di�erent nodes.
Map Phase. In the map phase each map subplan M1–M4 reads a
subset of the data called a split2 from HDFS. A split is a logical
concept typically comprising one or more blocks. This assignment
is defined by UDF split. In the example, the split assigned to M1
consists of two blocks which may both be retrieved from subplan
H1. Subplan M1 unions the input blocks T1 and T5 and breaks them
into records (RecRead). The latter operator uses a UDF itemize
that defines how a split is divided into items. Then subplan M1
calls map on each item and passes the output to a PPart opera-
tor. This operator divides the output into so-called spills based

2Not to be confused with spills. See below. We use the terminology
introduced in [10].
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fits well with the simplicity philosophy of Hadoop.
Hadoop++ changes the internal layout of a split — a large hori-

zontal partition of the data — and/or feeds Hadoop with appropri-
ate UDFs. However, Hadoop++ does not change anything in the
Hadoop framework.

Contributions. In this paper we make the following contributions:

(1.) The Hadoop Plan. We demonstrate that Hadoop is noth-
ing but a hard-coded, operator-free, physical query execution plan
where ten User Defined Functions block, split, itemize, mem,
map, sh, cmp, grp, combine, and reduce are injected at pre-
determined places. We make Hadoop’s hard-coded query process-
ing pipeline explicit and represent it as a DB-style physical query
execution plan (The Hadoop Plan). As a consequence, we are then
able to reason on that plan. (Section 2)
(2.) Trojan Index. We provide a non-invasive, DBMS-
independent indexing technique coined Trojan Index. A Trojan
Index enriches logical input splits by bulkloaded read-optimized
indexes. Trojan Indexes are created at data load time and thus have
no penalty at query time. Notice, that in contrast to HadoopDB we
neither change nor replace the Hadoop framework at all to integrate
our index, i.e. the Hadoop framework is not aware of the Trojan In-
dex. We achieve this by providing appropriate UDFs. (Section 3)
(3.) Trojan Join. We provide a non-invasive, DBMS-independent
join technique coined Trojan Join. Trojan join allows us to co-
partition the data at data load time. Similarly to Trojan Indexes,
Trojan Joins do neither require a DBMS nor SQL to do so. Tro-
jan Index and Trojan Join may be combined to create arbitrarily
indexed and co-partitioned data inside the same split. (Section 4)
(4.) Experimental comparison. To provide a fair experimen-
tal comparison, we implemented all Trojan-techniques on top of
Hadoop and coin the result Hadoop++. We benchmark Hadoop++
against Hadoop as well as HadoopDB as proposed at VLDB
2009 [3]. As in [3] we used the benchmark from SIGMOD
2009 [16]. All experiments are run on Amazon’s EC2 Cloud.
Our results confirm that Hadoop++ outperforms Hadoop and even
HadoopDB for index and join-based tasks. (Section 5)

In addition, Appendix A illustrates processing strategies systems
for analytical data processing. Appendix B shows that MapReduce
and DBMS have the same expressiveness, i.e. any MapReduce task
may be run on a DBMS and vice-versa. Appendices C to E contain
additional details and results of our experimental study.

2. HADOOP AS A PHYSICAL QUERY EX-
ECUTION PLAN

In this section we examine how Hadoop computes a MapReduce
task. We have analyzed Yahoo!’s Hadoop version 0.19. Note that
Hadoop uses a hard-coded execution pipeline. No operator-model
is used. However Hadoop’s query execution strategy may be ex-
pressed as a physical operator DAG. To our knowledge, this paper
is the first to do so in that detail and we term it The Hadoop Plan.
Based on this we then reason on The Hadoop Plan.

2.1 The Hadoop Plan
The Hadoop Plan is shaped by three user-defined parameters

M, R, and P setting the number of mappers, reducers, and data
nodes, respectively [10]. An example for a plan with four map-
pers (M = 4), two reducers (R = 2), and four data nodes (P = 4)
is shown in Figure 1. We observe, that The Hadoop Plan consists
of a subplan L ( ) and P subplans H1–H4 ( ) which correspond
to the inital load phase (HDFS) into Hadoop’s distributed file sys-
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Figure 1: The Hadoop Plan: Hadoop’s processing pipeline ex-
pressed as a physical query execution plan

tem. M determines the number of mapper subplans ( ), whereas R
determines the number of reducer subplans ( ).

Let’s analyze The Hadoop Plan in more detail:
Data Load Phase. To be able to run a MapReduce job, we first
load the data into the distributed file system. This is done by par-
titioning the input T horizontally into disjoint subsets T1, . . . ,Tb.
See the physical partitioning operator PPart in subplan L. In the
example b = 6, i.e. we obtain subsets T1, . . . ,T6. These subsets
are called blocks. The partitioning function block partitions the
input T based on the block size. Each block is then replicated
(Replicate). The default number of replicas used by Hadoop is 3,
but this may be configured. For presentation reasons, in the exam-
ple we replicate each block only once. The figure shows 4 di�erent
data nodes with subplans H1–H4. Replicas are stored on di�erent
nodes in the network (Fetch and Store). Hadoop tries to store
replicas of the same block on di�erent nodes.
Map Phase. In the map phase each map subplan M1–M4 reads a
subset of the data called a split2 from HDFS. A split is a logical
concept typically comprising one or more blocks. This assignment
is defined by UDF split. In the example, the split assigned to M1
consists of two blocks which may both be retrieved from subplan
H1. Subplan M1 unions the input blocks T1 and T5 and breaks them
into records (RecRead). The latter operator uses a UDF itemize
that defines how a split is divided into items. Then subplan M1
calls map on each item and passes the output to a PPart opera-
tor. This operator divides the output into so-called spills based

2Not to be confused with spills. See below. We use the terminology
introduced in [10].

Data 
Load 
Phase

Map 
Phase

Shuffle 
Phase

Reduce 
Phase

Spill Process



64

fits well with the simplicity philosophy of Hadoop.
Hadoop++ changes the internal layout of a split — a large hori-

zontal partition of the data — and/or feeds Hadoop with appropri-
ate UDFs. However, Hadoop++ does not change anything in the
Hadoop framework.

Contributions. In this paper we make the following contributions:

(1.) The Hadoop Plan. We demonstrate that Hadoop is noth-
ing but a hard-coded, operator-free, physical query execution plan
where ten User Defined Functions block, split, itemize, mem,
map, sh, cmp, grp, combine, and reduce are injected at pre-
determined places. We make Hadoop’s hard-coded query process-
ing pipeline explicit and represent it as a DB-style physical query
execution plan (The Hadoop Plan). As a consequence, we are then
able to reason on that plan. (Section 2)
(2.) Trojan Index. We provide a non-invasive, DBMS-
independent indexing technique coined Trojan Index. A Trojan
Index enriches logical input splits by bulkloaded read-optimized
indexes. Trojan Indexes are created at data load time and thus have
no penalty at query time. Notice, that in contrast to HadoopDB we
neither change nor replace the Hadoop framework at all to integrate
our index, i.e. the Hadoop framework is not aware of the Trojan In-
dex. We achieve this by providing appropriate UDFs. (Section 3)
(3.) Trojan Join. We provide a non-invasive, DBMS-independent
join technique coined Trojan Join. Trojan join allows us to co-
partition the data at data load time. Similarly to Trojan Indexes,
Trojan Joins do neither require a DBMS nor SQL to do so. Tro-
jan Index and Trojan Join may be combined to create arbitrarily
indexed and co-partitioned data inside the same split. (Section 4)
(4.) Experimental comparison. To provide a fair experimen-
tal comparison, we implemented all Trojan-techniques on top of
Hadoop and coin the result Hadoop++. We benchmark Hadoop++
against Hadoop as well as HadoopDB as proposed at VLDB
2009 [3]. As in [3] we used the benchmark from SIGMOD
2009 [16]. All experiments are run on Amazon’s EC2 Cloud.
Our results confirm that Hadoop++ outperforms Hadoop and even
HadoopDB for index and join-based tasks. (Section 5)

In addition, Appendix A illustrates processing strategies systems
for analytical data processing. Appendix B shows that MapReduce
and DBMS have the same expressiveness, i.e. any MapReduce task
may be run on a DBMS and vice-versa. Appendices C to E contain
additional details and results of our experimental study.

2. HADOOP AS A PHYSICAL QUERY EX-
ECUTION PLAN

In this section we examine how Hadoop computes a MapReduce
task. We have analyzed Yahoo!’s Hadoop version 0.19. Note that
Hadoop uses a hard-coded execution pipeline. No operator-model
is used. However Hadoop’s query execution strategy may be ex-
pressed as a physical operator DAG. To our knowledge, this paper
is the first to do so in that detail and we term it The Hadoop Plan.
Based on this we then reason on The Hadoop Plan.

2.1 The Hadoop Plan
The Hadoop Plan is shaped by three user-defined parameters

M, R, and P setting the number of mappers, reducers, and data
nodes, respectively [10]. An example for a plan with four map-
pers (M = 4), two reducers (R = 2), and four data nodes (P = 4)
is shown in Figure 1. We observe, that The Hadoop Plan consists
of a subplan L ( ) and P subplans H1–H4 ( ) which correspond
to the inital load phase (HDFS) into Hadoop’s distributed file sys-
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Figure 1: The Hadoop Plan: Hadoop’s processing pipeline ex-
pressed as a physical query execution plan

tem. M determines the number of mapper subplans ( ), whereas R
determines the number of reducer subplans ( ).

Let’s analyze The Hadoop Plan in more detail:
Data Load Phase. To be able to run a MapReduce job, we first
load the data into the distributed file system. This is done by par-
titioning the input T horizontally into disjoint subsets T1, . . . ,Tb.
See the physical partitioning operator PPart in subplan L. In the
example b = 6, i.e. we obtain subsets T1, . . . ,T6. These subsets
are called blocks. The partitioning function block partitions the
input T based on the block size. Each block is then replicated
(Replicate). The default number of replicas used by Hadoop is 3,
but this may be configured. For presentation reasons, in the exam-
ple we replicate each block only once. The figure shows 4 di�erent
data nodes with subplans H1–H4. Replicas are stored on di�erent
nodes in the network (Fetch and Store). Hadoop tries to store
replicas of the same block on di�erent nodes.
Map Phase. In the map phase each map subplan M1–M4 reads a
subset of the data called a split2 from HDFS. A split is a logical
concept typically comprising one or more blocks. This assignment
is defined by UDF split. In the example, the split assigned to M1
consists of two blocks which may both be retrieved from subplan
H1. Subplan M1 unions the input blocks T1 and T5 and breaks them
into records (RecRead). The latter operator uses a UDF itemize
that defines how a split is divided into items. Then subplan M1
calls map on each item and passes the output to a PPart opera-
tor. This operator divides the output into so-called spills based

2Not to be confused with spills. See below. We use the terminology
introduced in [10].
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Figure 1: Architecture of the Manimal system.

disk binary association table [8]). The goal of Manimal is to
automatically detect and exploit as many of these standard
optimization opportunities as possible.

Of course, relational-style optimizations are tightly linked
to the semantics of the program itself. RDBMSes use query
languages and metadata that make such semantics explicit,
but MapReduce systems do not. Moreover, programmers
likely chose to write a MapReduce program at least par-
tially because such metadata is not required. Thus, a cen-
tral challenge for Manimal is to understand users’ programs
well enough so that the optimizations can be applied wholly
automatically, thereby obtaining good performance and pre-
serving MapReduce’s appealing programming model.

This paper describes a static analysis-style mechanism for
detecting optimizable code in already-compiled MapReduce
programs. Like most programming-language optimizers, it
is a best-e↵ort system: Manimal does not guarantee that
it will find every possible optimization, and a determined
programmer can elude the detector. Of course, missing
an optimization is regrettable, but finding a false one is
catastrophic; Manimal should only indicate an optimiza-
tion when it is entirely safe to do so. The Manimal analyzer
is designed to sacrifice potential optimizations when there
is a chance of non-safety; however, we show experimentally
that it can find most of the optimizations discovered by a
human annotator in a collection of MapReduce programs.

Note that this static analysis approach is most appropri-
ate for MapReduce programs that are “program-specific,”
with code that is directly related to the user’s end-goals for
the program. For tools layered on top of MapReduce, such
as the Pig query system [22], we believe a better approach
is for the tools to give Manimal explicit hints about pro-
gram semantics. We discuss this issue in more depth in
Appendix A.

Background There has been a recent surge of interest in
MapReduce systems. Some projects have applied
MapReduce-inspired techniques to building a traditional re-
lational database [2, 27], but most have focused on improv-
ing MapReduce execution performance [3, 9, 13, 28, 29].
However, most of these projects are either low-level system
techniques that are semantics-free, or ask the user to modify
their code to expose more program semantics. To the best of
our knowledge, Manimal is the first MapReduce system to
use data semantics-driven optimizations without requiring
any code changes from developers.

We previously presented an outline of the Manimal ar-
chitecture and a single experimental result [10]. This paper
substantially expands on that earlier work, with new opti-
mization techniques, a much more detailed technical discus-
sion, more complete discussions of MapReduce workloads,
and full experimental results.

Contributions and Outline The main contributions of
this work include:

• A framework for optimizing wholly-unmodified MapRe-
duce programs, targeting data-centric programming
idioms (in Section 2)

• Algorithms for detecting and exploiting three opti-
mization types: selection, projection, and data com-
pression (Section 3).

• An implemented Manimal system that yields substan-
tial performance gains (up to more than 11x) on the
previously-published benchmark programs from Pavlo,
et al. (Section 4).

Finally, we conclude with a discussion of related work in
Section 5. We also discuss MapReduce-related tools in Ap-
pendix A and summarize the state of MapReduce bench-
mark workloads in Appendix B. We present additional in-
formation on program analysis and experimental results in
Appendices C and D. We discuss ideas for future work in
Appendix E.

2. SYSTEM OVERVIEW
Manimal comprises three main components that allow

it to optimize a user’s MapReduce program wholly auto-
matically. Figure 1 shows the flow of information through
the system. The analyzer examines a user’s submitted
MapReduce program and sends the resulting optimization
descriptor to the optimizer. The optimizer uses this de-
scriptor, plus a catalog of precomputed indexes, to choose
an optimized execution plan, called an execution descrip-
tor. This descriptor, plus a potentially-modified copy of the
user’s original program, is then sent to the execution fab-
ric for full execution on the cluster. The execution fabric
retains the standard map-shu✏e-reduce sequence and is al-
most identical to standard MapReduce (in the case of our
prototype, Apache Hadoop).
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fits well with the simplicity philosophy of Hadoop.
Hadoop++ changes the internal layout of a split — a large hori-

zontal partition of the data — and/or feeds Hadoop with appropri-
ate UDFs. However, Hadoop++ does not change anything in the
Hadoop framework.

Contributions. In this paper we make the following contributions:

(1.) The Hadoop Plan. We demonstrate that Hadoop is noth-
ing but a hard-coded, operator-free, physical query execution plan
where ten User Defined Functions block, split, itemize, mem,
map, sh, cmp, grp, combine, and reduce are injected at pre-
determined places. We make Hadoop’s hard-coded query process-
ing pipeline explicit and represent it as a DB-style physical query
execution plan (The Hadoop Plan). As a consequence, we are then
able to reason on that plan. (Section 2)
(2.) Trojan Index. We provide a non-invasive, DBMS-
independent indexing technique coined Trojan Index. A Trojan
Index enriches logical input splits by bulkloaded read-optimized
indexes. Trojan Indexes are created at data load time and thus have
no penalty at query time. Notice, that in contrast to HadoopDB we
neither change nor replace the Hadoop framework at all to integrate
our index, i.e. the Hadoop framework is not aware of the Trojan In-
dex. We achieve this by providing appropriate UDFs. (Section 3)
(3.) Trojan Join. We provide a non-invasive, DBMS-independent
join technique coined Trojan Join. Trojan join allows us to co-
partition the data at data load time. Similarly to Trojan Indexes,
Trojan Joins do neither require a DBMS nor SQL to do so. Tro-
jan Index and Trojan Join may be combined to create arbitrarily
indexed and co-partitioned data inside the same split. (Section 4)
(4.) Experimental comparison. To provide a fair experimen-
tal comparison, we implemented all Trojan-techniques on top of
Hadoop and coin the result Hadoop++. We benchmark Hadoop++
against Hadoop as well as HadoopDB as proposed at VLDB
2009 [3]. As in [3] we used the benchmark from SIGMOD
2009 [16]. All experiments are run on Amazon’s EC2 Cloud.
Our results confirm that Hadoop++ outperforms Hadoop and even
HadoopDB for index and join-based tasks. (Section 5)

In addition, Appendix A illustrates processing strategies systems
for analytical data processing. Appendix B shows that MapReduce
and DBMS have the same expressiveness, i.e. any MapReduce task
may be run on a DBMS and vice-versa. Appendices C to E contain
additional details and results of our experimental study.

2. HADOOP AS A PHYSICAL QUERY EX-
ECUTION PLAN

In this section we examine how Hadoop computes a MapReduce
task. We have analyzed Yahoo!’s Hadoop version 0.19. Note that
Hadoop uses a hard-coded execution pipeline. No operator-model
is used. However Hadoop’s query execution strategy may be ex-
pressed as a physical operator DAG. To our knowledge, this paper
is the first to do so in that detail and we term it The Hadoop Plan.
Based on this we then reason on The Hadoop Plan.

2.1 The Hadoop Plan
The Hadoop Plan is shaped by three user-defined parameters

M, R, and P setting the number of mappers, reducers, and data
nodes, respectively [10]. An example for a plan with four map-
pers (M = 4), two reducers (R = 2), and four data nodes (P = 4)
is shown in Figure 1. We observe, that The Hadoop Plan consists
of a subplan L ( ) and P subplans H1–H4 ( ) which correspond
to the inital load phase (HDFS) into Hadoop’s distributed file sys-
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Figure 1: The Hadoop Plan: Hadoop’s processing pipeline ex-
pressed as a physical query execution plan

tem. M determines the number of mapper subplans ( ), whereas R
determines the number of reducer subplans ( ).

Let’s analyze The Hadoop Plan in more detail:
Data Load Phase. To be able to run a MapReduce job, we first
load the data into the distributed file system. This is done by par-
titioning the input T horizontally into disjoint subsets T1, . . . ,Tb.
See the physical partitioning operator PPart in subplan L. In the
example b = 6, i.e. we obtain subsets T1, . . . ,T6. These subsets
are called blocks. The partitioning function block partitions the
input T based on the block size. Each block is then replicated
(Replicate). The default number of replicas used by Hadoop is 3,
but this may be configured. For presentation reasons, in the exam-
ple we replicate each block only once. The figure shows 4 di�erent
data nodes with subplans H1–H4. Replicas are stored on di�erent
nodes in the network (Fetch and Store). Hadoop tries to store
replicas of the same block on di�erent nodes.
Map Phase. In the map phase each map subplan M1–M4 reads a
subset of the data called a split2 from HDFS. A split is a logical
concept typically comprising one or more blocks. This assignment
is defined by UDF split. In the example, the split assigned to M1
consists of two blocks which may both be retrieved from subplan
H1. Subplan M1 unions the input blocks T1 and T5 and breaks them
into records (RecRead). The latter operator uses a UDF itemize
that defines how a split is divided into items. Then subplan M1
calls map on each item and passes the output to a PPart opera-
tor. This operator divides the output into so-called spills based

2Not to be confused with spills. See below. We use the terminology
introduced in [10].
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fits well with the simplicity philosophy of Hadoop.
Hadoop++ changes the internal layout of a split — a large hori-

zontal partition of the data — and/or feeds Hadoop with appropri-
ate UDFs. However, Hadoop++ does not change anything in the
Hadoop framework.

Contributions. In this paper we make the following contributions:

(1.) The Hadoop Plan. We demonstrate that Hadoop is noth-
ing but a hard-coded, operator-free, physical query execution plan
where ten User Defined Functions block, split, itemize, mem,
map, sh, cmp, grp, combine, and reduce are injected at pre-
determined places. We make Hadoop’s hard-coded query process-
ing pipeline explicit and represent it as a DB-style physical query
execution plan (The Hadoop Plan). As a consequence, we are then
able to reason on that plan. (Section 2)
(2.) Trojan Index. We provide a non-invasive, DBMS-
independent indexing technique coined Trojan Index. A Trojan
Index enriches logical input splits by bulkloaded read-optimized
indexes. Trojan Indexes are created at data load time and thus have
no penalty at query time. Notice, that in contrast to HadoopDB we
neither change nor replace the Hadoop framework at all to integrate
our index, i.e. the Hadoop framework is not aware of the Trojan In-
dex. We achieve this by providing appropriate UDFs. (Section 3)
(3.) Trojan Join. We provide a non-invasive, DBMS-independent
join technique coined Trojan Join. Trojan join allows us to co-
partition the data at data load time. Similarly to Trojan Indexes,
Trojan Joins do neither require a DBMS nor SQL to do so. Tro-
jan Index and Trojan Join may be combined to create arbitrarily
indexed and co-partitioned data inside the same split. (Section 4)
(4.) Experimental comparison. To provide a fair experimen-
tal comparison, we implemented all Trojan-techniques on top of
Hadoop and coin the result Hadoop++. We benchmark Hadoop++
against Hadoop as well as HadoopDB as proposed at VLDB
2009 [3]. As in [3] we used the benchmark from SIGMOD
2009 [16]. All experiments are run on Amazon’s EC2 Cloud.
Our results confirm that Hadoop++ outperforms Hadoop and even
HadoopDB for index and join-based tasks. (Section 5)

In addition, Appendix A illustrates processing strategies systems
for analytical data processing. Appendix B shows that MapReduce
and DBMS have the same expressiveness, i.e. any MapReduce task
may be run on a DBMS and vice-versa. Appendices C to E contain
additional details and results of our experimental study.

2. HADOOP AS A PHYSICAL QUERY EX-
ECUTION PLAN

In this section we examine how Hadoop computes a MapReduce
task. We have analyzed Yahoo!’s Hadoop version 0.19. Note that
Hadoop uses a hard-coded execution pipeline. No operator-model
is used. However Hadoop’s query execution strategy may be ex-
pressed as a physical operator DAG. To our knowledge, this paper
is the first to do so in that detail and we term it The Hadoop Plan.
Based on this we then reason on The Hadoop Plan.

2.1 The Hadoop Plan
The Hadoop Plan is shaped by three user-defined parameters

M, R, and P setting the number of mappers, reducers, and data
nodes, respectively [10]. An example for a plan with four map-
pers (M = 4), two reducers (R = 2), and four data nodes (P = 4)
is shown in Figure 1. We observe, that The Hadoop Plan consists
of a subplan L ( ) and P subplans H1–H4 ( ) which correspond
to the inital load phase (HDFS) into Hadoop’s distributed file sys-
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Figure 1: The Hadoop Plan: Hadoop’s processing pipeline ex-
pressed as a physical query execution plan

tem. M determines the number of mapper subplans ( ), whereas R
determines the number of reducer subplans ( ).

Let’s analyze The Hadoop Plan in more detail:
Data Load Phase. To be able to run a MapReduce job, we first
load the data into the distributed file system. This is done by par-
titioning the input T horizontally into disjoint subsets T1, . . . ,Tb.
See the physical partitioning operator PPart in subplan L. In the
example b = 6, i.e. we obtain subsets T1, . . . ,T6. These subsets
are called blocks. The partitioning function block partitions the
input T based on the block size. Each block is then replicated
(Replicate). The default number of replicas used by Hadoop is 3,
but this may be configured. For presentation reasons, in the exam-
ple we replicate each block only once. The figure shows 4 di�erent
data nodes with subplans H1–H4. Replicas are stored on di�erent
nodes in the network (Fetch and Store). Hadoop tries to store
replicas of the same block on di�erent nodes.
Map Phase. In the map phase each map subplan M1–M4 reads a
subset of the data called a split2 from HDFS. A split is a logical
concept typically comprising one or more blocks. This assignment
is defined by UDF split. In the example, the split assigned to M1
consists of two blocks which may both be retrieved from subplan
H1. Subplan M1 unions the input blocks T1 and T5 and breaks them
into records (RecRead). The latter operator uses a UDF itemize
that defines how a split is divided into items. Then subplan M1
calls map on each item and passes the output to a PPart opera-
tor. This operator divides the output into so-called spills based

2Not to be confused with spills. See below. We use the terminology
introduced in [10].
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(v) System load. The system load (disk utilization and CPU uti-
lization) can significantly affect a single query’s response time.
Obviously, a disk-bound query will see a big increase in the
response time if it is competing with other disk-bound queries.
Competing disk and CPU traffic may again have different effects
in column stores than in row stores.

We base all experiments on a variant of the following query:

select A1, A2 … from TABLE
where predicate (A1) yields variable selectivity

Since the number of selected attributes per query is the most
important factor, we vary that number on the X-axis through all
experiments. Table 1 summarizes the parameters considered, what
the expected effect is in terms of time spent on disk, memory bus
and CPU, and which section discusses their effect.

4.1 Baseline experiment
select L1, L2 … from LINEITEM
where predicate (L1) yields 10% selectivity

As a reminder, the width of a LINEITEM tuple is 150 bytes, it
contains 16 attributes, and the entire relation takes 9.5GB of
space. Figure 6 shows the elapsed time for the above query for
both row and column data. The graph on the left of the figure

shows the total time (solid lines), and the CPU time separately
(dashed lines) as we vary the number of selected attributes on the
x-axis. Both systems are I/O-bound in our default configuration
(1 CPU, 3 disks, no competition), and therefore the total time
reflects the time it takes to retrieve data from disk. Both systems
are designed to overlap I/O with computation (as discussed in
Section 2). As expected, the row store is insensitive to projectiv-
ity (since it reads all data anyway), and therefore its curve
remains flat. The column store, however, performs better most of
the time, as it reads less data. Note that the x-axis is spaced by
the width of the selected attributes (e.g., when selecting 8
attributes, the column store is reading 26 bytes per LINEITEM
row, whereas for 9 attributes, it reads 51 bytes — see Figure 5 for
detailed schema information).

The “crossover” point that the column store starts performing
worse than the row store is when selecting more than 85% of a
tuple’s size. The reason it performs worse in that region is that it
makes poorer utilization of the disk. A row store, for a single
scan, enjoys a full sequential bandwidth. Column stores need to
seek between columns. The more columns they select, the more
time they spend seeking (in addition to the time they spend read-
ing the columns). Our prefetch buffer (48 I/O units) amortizes
some of the seek cost. A smaller prefetch buffer would lower the
performance of the column store in this configuration, but addi-
tional disk activity from other processes would make the cross-
over point to move all the way to the right. We show these two
scenarios later, in Section 4.5.

While this specific configuration is I/O-bound, it still makes
sense to analyze CPU time (dashed lines in left graph of Figure
6), as it can affect performance in CPU-bound configurations, or
when the relations are cached in main memory. The left graph of
Figure 6 shows the total CPU time for both systems. We provide
a time breakdown of CPU costs in the graph on the right part of
Figure 6. The first two bars correspond to the row store, selecting
1 and 16 attributes (the two ends in our experiment). The rest of
the bars belong to the column store, selecting from 1 to 16
attributes. The height of each stacked bar is the total CPU time in
seconds. The bottom area (dark color), is the time (in sec) spent
in system mode. This is CPU time spent while Linux was execut-
ing I/O requests and we do not provide any further break-down of
that. For the row store, the system time is the same regardless of
the number of selected attributes. For the column store it keeps

Table 1: Expected performance trends in terms of elapsed 
disk, memory transfer, and CPU time (arrows facing up mean 
increased time), along with related experimentation sections.

parameter Disk Mem CPU section
selecting more attributes

(column store only) 4.1

decreased selectivity 4.2
narrower tuples 4.3

compression 4.4
larger prefetch 4.5

more disk traffic 4.5
more CPUs /
more Disks 5

0

2

4

6

8

10

12 usr-rest (top)
usr-L1
usr-L2
usr-uop
sys

0

10

20

30

40

50

60

4 20 36 52 68 84 100 116 132 148

Row
Column
Row CPU
Column CPU

Selected bytes per tuple

E
la

ps
ed

 ti
m

e 
(s

ec
)

E
la

ps
ed

 ti
m

e 
(s

ec
)

Figure 6. Baseline experiment (10% selectivity, LINEITEM). Left: Total elapsed time (solid lines) and CPU time (dashed lines) for 
column and row store. The total elapsed time is equal to I/O time since CPU time is overlapped. X-axis is spaced by the width of 

selected attributes. Right: CPU time breakdowns. The first two bars are for row store, the rest are for column store.

# of attributes selected
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(see Fig. 5 for the type
of each attribute)

[Harizopoulos et al.: Performance Tradeoffs in Read-Optimized Databases. VLDB 2006]

SELECT a1, a2, ... FROM Lineitem 
WHERE predicate (a1) yields 10% selectivity
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Row Columnar File
(RCFile)

[Y. He et al.: RCFile: A Fast and Space-Efficient Data Placement Structure in 
MapReduce in MapReduce-based Warehouse Systems. ICDE 2011]
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Trojan Data Layouts

[A. Jindal, J. Quiané, J. Dittrich: Trojan Data Layouts: Right Shoes for a 
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Figure 7: Improvement of data access time when using Trojan Layouts over Hadoop-Row and Hadoop-PAX.

access pattern, i.e. the attributes accessed by each query. Recent
works in other aspects of MapReduce (shown in Figure 1) have de-
scribed how to extract these data access patterns from MapReduce
jobs [19, 7]. We run each benchmark three times, measure the time
it takes to read the required data from disk — i.e. the elapsed time
between the initialization and finalization of the itemize UDF —
and report the improvement factor of our approach based on the
average reading time of the trials.

5.4 Per-Replica Trojan Layout Performance
In this section, we evaluate the data access time improvement

of Trojan Layouts over Hadoop-Row and Hadoop-PAX. Let us first
evaluate these three data layouts in terms of redundant attributes
reads and attribute joins for tuple reconstruction. For this, we
analyzed the query groupings and their Trojan Layouts (see Ap-
pendix B for layout details) and we observed that in all datasets
at least two query groups fit perfectly to its corresponding Trojan
Layout. Hence, per-replica Trojan Layouts significantly reduce re-
dundant attribute access as well as tuple reconstruction overhead.
Table 1 summarizes this observation.

#Redundant Attributes Read #Joins in Tuple Reconstruction

HADOOP-ROW 525 0

HADOOP-PAX 0 139

Trojan Layout 14 20

Table 1: Per-replica Trojan Layout analysis

We observe that Trojan Layouts allow us to read ⇠37 times less
redundant attributes than Hadoop-Row and to perform ⇠7 times less
attribute joins for reconstructing tuples than Hadoop-PAX. Thus,
Trojan Layouts provide for a good trade-o↵ between the number of
redundant attributes and the number of joins in tuple reconstruction

(green cells). This is in contrast to Hadoop-Row and Hadoop-PAX,
which are at the two extremes (red cells).

Figure 7 illustrates the improvement of data access time when
using Trojan Layouts over Hadoop-Row and Hadoop-PAX. We ob-
serve that for those queries referencing few attributes, e.g. Q4 in
LineItem and all queries in LineOrder, Trojan Layouts improve
Hadoop-Row up to factor of 4.8. Indeed, this is because Hadoop-
Row reads a large number of redundant attributes as shown in Ta-
ble 1. In particular, we observe that Hadoop-Row slightly outper-
forms Trojan Layouts only for Q3 in LineItem. This is because
all attributes are referenced and Trojan Layouts have an extra tuple
reconstruction cost that Hadoop-Row does not have. On the other
side, we observe that for those queries referencing many attributes,
e.g. Q1 in LineItem and Q4 in PhotoObj, Trojan Layouts outper-
form Hadoop-PAX up to a factor of 3.5. The reason is that tuple
reconstruction cost in Hadoop-PAX increases as the number of ref-
erenced attributes increases as well. Trojan Layouts amortize tuple
reconstruction cost by co-locating attributes in the same column
groups. Further, the results show that Trojan Layouts never perform
worse than Hadoop-PAX, having at least the same performance as
Hadoop-PAX in the worst case (e.g. Q6–Q8 in Customer).

Overall, our experimental results show that Trojan Layouts sig-
nificantly outperform Hadoop-Row as well as Hadoop-PAX. Our
experimental results also support the simulation results we pre-
sented in Figure 2.

5.5 Comparing Scheduling Policies
In the above experiments, we considered the Best-Layout

scheduling policy (see Section 4.4), which always allocates map
tasks to those nodes storing the best Trojan Layout for incoming
map tasks. However, as discussed in Section 4.4, one could apply
two other scheduling policies as well: the Fetch Best-Layout
policy and the 2nd Best-Layout policy. To understand which
policy performs better, we measure their relative performance with
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Figure 7: Improvement of data access time when using Trojan Layouts over Hadoop-Row and Hadoop-PAX.

access pattern, i.e. the attributes accessed by each query. Recent
works in other aspects of MapReduce (shown in Figure 1) have de-
scribed how to extract these data access patterns from MapReduce
jobs [19, 7]. We run each benchmark three times, measure the time
it takes to read the required data from disk — i.e. the elapsed time
between the initialization and finalization of the itemize UDF —
and report the improvement factor of our approach based on the
average reading time of the trials.
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evaluate these three data layouts in terms of redundant attributes
reads and attribute joins for tuple reconstruction. For this, we
analyzed the query groupings and their Trojan Layouts (see Ap-
pendix B for layout details) and we observed that in all datasets
at least two query groups fit perfectly to its corresponding Trojan
Layout. Hence, per-replica Trojan Layouts significantly reduce re-
dundant attribute access as well as tuple reconstruction overhead.
Table 1 summarizes this observation.
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attribute joins for reconstructing tuples than Hadoop-PAX. Thus,
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(green cells). This is in contrast to Hadoop-Row and Hadoop-PAX,
which are at the two extremes (red cells).

Figure 7 illustrates the improvement of data access time when
using Trojan Layouts over Hadoop-Row and Hadoop-PAX. We ob-
serve that for those queries referencing few attributes, e.g. Q4 in
LineItem and all queries in LineOrder, Trojan Layouts improve
Hadoop-Row up to factor of 4.8. Indeed, this is because Hadoop-
Row reads a large number of redundant attributes as shown in Ta-
ble 1. In particular, we observe that Hadoop-Row slightly outper-
forms Trojan Layouts only for Q3 in LineItem. This is because
all attributes are referenced and Trojan Layouts have an extra tuple
reconstruction cost that Hadoop-Row does not have. On the other
side, we observe that for those queries referencing many attributes,
e.g. Q1 in LineItem and Q4 in PhotoObj, Trojan Layouts outper-
form Hadoop-PAX up to a factor of 3.5. The reason is that tuple
reconstruction cost in Hadoop-PAX increases as the number of ref-
erenced attributes increases as well. Trojan Layouts amortize tuple
reconstruction cost by co-locating attributes in the same column
groups. Further, the results show that Trojan Layouts never perform
worse than Hadoop-PAX, having at least the same performance as
Hadoop-PAX in the worst case (e.g. Q6–Q8 in Customer).

Overall, our experimental results show that Trojan Layouts sig-
nificantly outperform Hadoop-Row as well as Hadoop-PAX. Our
experimental results also support the simulation results we pre-
sented in Figure 2.

5.5 Comparing Scheduling Policies
In the above experiments, we considered the Best-Layout

scheduling policy (see Section 4.4), which always allocates map
tasks to those nodes storing the best Trojan Layout for incoming
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on the field in question (at the LZO block level). Upon sub-
mission of a Hadoop job, the inverted index is consulted,
and only those blocks that match the selection criterion are
decompressed and scanned (more precisely, we process only
those blocks known to contain at least one matching record
of interest). Throughout this paper, we will illustrate with
the running example of selecting tweets that match a partic-
ular keyword, with the understanding that the technique is
broadly applicable to any type of record with free-text fields
or other semi-structured data (for example, we could just as
easily index HTTP logs by IP addresses).

3.1 Implementation
Based on the organization of our analytics stack, the ap-

propriate granularity of full-text inverted indexes on free-
text fields is at the LZO block level—critically, not at the
level of individual records. Since LZO-compressed data must
be read a block at a time, precisely pinpointing which record
contains a particular keyword brings little additional bene-
fit (beyond pinpointing the relevant block), since the entire
LZO block must be decompressed anyway.

For each LZO block, we create a “pseudo document” con-
sisting of the text of all tweets contained in the block. These
pseudo documents are then indexed with Lucene, an open-
source retrieval engine.5 To obtain compact indexes, we do
not store term frequency information and term position in-
formation. Therefore, instead of simply concatenating all
tweets together in each pseudo document, tweets are pre-
processed to retain only one occurrence of each term and
enumerated in lexicographic order. The structure of the in-
dex limits us to coarse-grained boolean queries. Lack of po-
sitional information precludes phrase queries, although ex-
perimental results suggest this isn’t a severe limitation. The
tradeo↵ of query expressiveness for compact index structures
appears to be a good choice.

Upon submission of a Hadoop job, the inverted index is
consulted for blocks that meet the selection criterion; blocks
are referenced by byte o↵set positions. The input splits of
the dataset (i.e., partitions aligned with HDFS file blocks)
are first computed as usual. Next, the start of each input
split is advanced to the byte o↵set position of the first rel-
evant LZO block within that split. The list of LZO blocks
matching the selection criterion is then passed to the record
readers assigned to each input split.

In a normal Hadoop job, record readers are instantiated
on each of the worker nodes (via the TaskTrackers). Each
record reader then sequentially scans the input split it was
assigned to, decoding input records and passing them along
to the mapper code. In our implementation, the record read-
ers have been made aware of the LZO blocks matching the
selection criterion (i.e., from consulting the inverted index).
After processing a relevant LZO block, it skips ahead to the
next matching block. Blocks known not to match the se-
lection criterion are skipped, thus eliminating unnecessary
disk IO and additional overhead necessary to decode records.
Each relevant LZO block is processed as normal (i.e., the se-
lection criterion is applied to each tweet).

In our current implementation, which is best character-
ized as a proof of concept, the developer specifies the selec-
tion criterion as part of configuring the Hadoop job. This
design choice means that our optimization seamlessly inte-
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Query Blocks Records Selectivity

1 hadoop 97 105 1.517 ⇥10�6

2 replication 140 151 2.182 ⇥10�6

3 bu↵er 500 559 8.076 ⇥10�6

4 transactions 819 867 1.253 ⇥10�5

5 parallel 999 1159 1.674 ⇥10�5

6 ibm 1437 1569 2.267 ⇥10�5

7 mysql 1511 1664 2.404 ⇥10�5

8 oracle 1822 1911 2.761 ⇥10�5

9 database 3759 3981 5.752 ⇥10�5

10 microsoft 13089 17408 2.515 ⇥10�4

11 data 20087 30145 4.355 ⇥10�4

Table 1: Queries used in our evaluation, hand picked
for di↵erent selectivity values. The third and fourth
columns indicate how many LZO blocks and how
many records contain each keyword, respectively.

grates with existing developer practices—if a selection cri-
terion is specified, the input splits are adjusted and record
readers are informed, as described above. Otherwise, the
Hadoop job executes as normal. We note that as part of
future work, selection optimizations can be automatically
performed by analyzing plans from Pig scripts. Our Ele-
phant Bird framework already generates custom Pig loaders
automatically, and Pig provides a mechanism by which it
can automatically push selection criteria from a script into
a loader. The loader would then simply have to inject the
criterion into the Hadoop job configuration as is done now
explicitly. This is fairly straightforward and not critical to
the performance of our optimization, so we did not imple-
ment the feature for the prototype discussed here.

3.2 Experimental Results
We present experimental results on the tweet stream for

an arbitrarily selected day, August 1, 2010. On that day,
69.2 million tweets were recorded, totaling 6.07 GB com-
pressed (beyond the actual tweets, each record stores related
metadata). The compressed file contains 39767 LZO blocks,
each 153 KB in size and containing 1740 records on average.
The Lucene full-text index occupies 531 MB, or a bit less
than a tenth of the size of the compressed dataset.
We selected a small set of queries by hand to represent a

range of selectivity values, shown in Table 1. The fourth
column shows the number of records (tweets) containing
the term, and the third column shows the number of LZO
blocks that contain matching records. Note that although
our test set of queries contains only single-term queries, more
complex boolean queries are possible (although not phrase
queries). The actual queries are not particularly important,
only the selectivity values they represent are. The experi-
mental task was very simple: selection of tweets that match
the relevant query term and writing those tweets to HDFS
without any additional processing. This simple task isolates
the impact of our selection optimization.
Experiments were run on a Hadoop cluster consisting of

87 nodes (each with dual quad core Xeons and 9 TB disk
storage), running Cloudera’s distribution of Hadoop. Since
this is a production cluster that is always running jobs, it
is quite tricky to obtain reliable performance measurements.
This is complicated by the relatively short running times of
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on the field in question (at the LZO block level). Upon sub-
mission of a Hadoop job, the inverted index is consulted,
and only those blocks that match the selection criterion are
decompressed and scanned (more precisely, we process only
those blocks known to contain at least one matching record
of interest). Throughout this paper, we will illustrate with
the running example of selecting tweets that match a partic-
ular keyword, with the understanding that the technique is
broadly applicable to any type of record with free-text fields
or other semi-structured data (for example, we could just as
easily index HTTP logs by IP addresses).

3.1 Implementation
Based on the organization of our analytics stack, the ap-

propriate granularity of full-text inverted indexes on free-
text fields is at the LZO block level—critically, not at the
level of individual records. Since LZO-compressed data must
be read a block at a time, precisely pinpointing which record
contains a particular keyword brings little additional bene-
fit (beyond pinpointing the relevant block), since the entire
LZO block must be decompressed anyway.

For each LZO block, we create a “pseudo document” con-
sisting of the text of all tweets contained in the block. These
pseudo documents are then indexed with Lucene, an open-
source retrieval engine.5 To obtain compact indexes, we do
not store term frequency information and term position in-
formation. Therefore, instead of simply concatenating all
tweets together in each pseudo document, tweets are pre-
processed to retain only one occurrence of each term and
enumerated in lexicographic order. The structure of the in-
dex limits us to coarse-grained boolean queries. Lack of po-
sitional information precludes phrase queries, although ex-
perimental results suggest this isn’t a severe limitation. The
tradeo↵ of query expressiveness for compact index structures
appears to be a good choice.

Upon submission of a Hadoop job, the inverted index is
consulted for blocks that meet the selection criterion; blocks
are referenced by byte o↵set positions. The input splits of
the dataset (i.e., partitions aligned with HDFS file blocks)
are first computed as usual. Next, the start of each input
split is advanced to the byte o↵set position of the first rel-
evant LZO block within that split. The list of LZO blocks
matching the selection criterion is then passed to the record
readers assigned to each input split.

In a normal Hadoop job, record readers are instantiated
on each of the worker nodes (via the TaskTrackers). Each
record reader then sequentially scans the input split it was
assigned to, decoding input records and passing them along
to the mapper code. In our implementation, the record read-
ers have been made aware of the LZO blocks matching the
selection criterion (i.e., from consulting the inverted index).
After processing a relevant LZO block, it skips ahead to the
next matching block. Blocks known not to match the se-
lection criterion are skipped, thus eliminating unnecessary
disk IO and additional overhead necessary to decode records.
Each relevant LZO block is processed as normal (i.e., the se-
lection criterion is applied to each tweet).

In our current implementation, which is best character-
ized as a proof of concept, the developer specifies the selec-
tion criterion as part of configuring the Hadoop job. This
design choice means that our optimization seamlessly inte-
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1 hadoop 97 105 1.517 ⇥10�6

2 replication 140 151 2.182 ⇥10�6

3 bu↵er 500 559 8.076 ⇥10�6

4 transactions 819 867 1.253 ⇥10�5

5 parallel 999 1159 1.674 ⇥10�5

6 ibm 1437 1569 2.267 ⇥10�5

7 mysql 1511 1664 2.404 ⇥10�5

8 oracle 1822 1911 2.761 ⇥10�5

9 database 3759 3981 5.752 ⇥10�5

10 microsoft 13089 17408 2.515 ⇥10�4

11 data 20087 30145 4.355 ⇥10�4

Table 1: Queries used in our evaluation, hand picked
for di↵erent selectivity values. The third and fourth
columns indicate how many LZO blocks and how
many records contain each keyword, respectively.

grates with existing developer practices—if a selection cri-
terion is specified, the input splits are adjusted and record
readers are informed, as described above. Otherwise, the
Hadoop job executes as normal. We note that as part of
future work, selection optimizations can be automatically
performed by analyzing plans from Pig scripts. Our Ele-
phant Bird framework already generates custom Pig loaders
automatically, and Pig provides a mechanism by which it
can automatically push selection criteria from a script into
a loader. The loader would then simply have to inject the
criterion into the Hadoop job configuration as is done now
explicitly. This is fairly straightforward and not critical to
the performance of our optimization, so we did not imple-
ment the feature for the prototype discussed here.

3.2 Experimental Results
We present experimental results on the tweet stream for

an arbitrarily selected day, August 1, 2010. On that day,
69.2 million tweets were recorded, totaling 6.07 GB com-
pressed (beyond the actual tweets, each record stores related
metadata). The compressed file contains 39767 LZO blocks,
each 153 KB in size and containing 1740 records on average.
The Lucene full-text index occupies 531 MB, or a bit less
than a tenth of the size of the compressed dataset.
We selected a small set of queries by hand to represent a

range of selectivity values, shown in Table 1. The fourth
column shows the number of records (tweets) containing
the term, and the third column shows the number of LZO
blocks that contain matching records. Note that although
our test set of queries contains only single-term queries, more
complex boolean queries are possible (although not phrase
queries). The actual queries are not particularly important,
only the selectivity values they represent are. The experi-
mental task was very simple: selection of tweets that match
the relevant query term and writing those tweets to HDFS
without any additional processing. This simple task isolates
the impact of our selection optimization.
Experiments were run on a Hadoop cluster consisting of

87 nodes (each with dual quad core Xeons and 9 TB disk
storage), running Cloudera’s distribution of Hadoop. Since
this is a production cluster that is always running jobs, it
is quite tricky to obtain reliable performance measurements.
This is complicated by the relatively short running times of

Highly selective queries
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on the field in question (at the LZO block level). Upon sub-
mission of a Hadoop job, the inverted index is consulted,
and only those blocks that match the selection criterion are
decompressed and scanned (more precisely, we process only
those blocks known to contain at least one matching record
of interest). Throughout this paper, we will illustrate with
the running example of selecting tweets that match a partic-
ular keyword, with the understanding that the technique is
broadly applicable to any type of record with free-text fields
or other semi-structured data (for example, we could just as
easily index HTTP logs by IP addresses).

3.1 Implementation
Based on the organization of our analytics stack, the ap-

propriate granularity of full-text inverted indexes on free-
text fields is at the LZO block level—critically, not at the
level of individual records. Since LZO-compressed data must
be read a block at a time, precisely pinpointing which record
contains a particular keyword brings little additional bene-
fit (beyond pinpointing the relevant block), since the entire
LZO block must be decompressed anyway.

For each LZO block, we create a “pseudo document” con-
sisting of the text of all tweets contained in the block. These
pseudo documents are then indexed with Lucene, an open-
source retrieval engine.5 To obtain compact indexes, we do
not store term frequency information and term position in-
formation. Therefore, instead of simply concatenating all
tweets together in each pseudo document, tweets are pre-
processed to retain only one occurrence of each term and
enumerated in lexicographic order. The structure of the in-
dex limits us to coarse-grained boolean queries. Lack of po-
sitional information precludes phrase queries, although ex-
perimental results suggest this isn’t a severe limitation. The
tradeo↵ of query expressiveness for compact index structures
appears to be a good choice.

Upon submission of a Hadoop job, the inverted index is
consulted for blocks that meet the selection criterion; blocks
are referenced by byte o↵set positions. The input splits of
the dataset (i.e., partitions aligned with HDFS file blocks)
are first computed as usual. Next, the start of each input
split is advanced to the byte o↵set position of the first rel-
evant LZO block within that split. The list of LZO blocks
matching the selection criterion is then passed to the record
readers assigned to each input split.

In a normal Hadoop job, record readers are instantiated
on each of the worker nodes (via the TaskTrackers). Each
record reader then sequentially scans the input split it was
assigned to, decoding input records and passing them along
to the mapper code. In our implementation, the record read-
ers have been made aware of the LZO blocks matching the
selection criterion (i.e., from consulting the inverted index).
After processing a relevant LZO block, it skips ahead to the
next matching block. Blocks known not to match the se-
lection criterion are skipped, thus eliminating unnecessary
disk IO and additional overhead necessary to decode records.
Each relevant LZO block is processed as normal (i.e., the se-
lection criterion is applied to each tweet).

In our current implementation, which is best character-
ized as a proof of concept, the developer specifies the selec-
tion criterion as part of configuring the Hadoop job. This
design choice means that our optimization seamlessly inte-
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Query Blocks Records Selectivity

1 hadoop 97 105 1.517 ⇥10�6

2 replication 140 151 2.182 ⇥10�6

3 bu↵er 500 559 8.076 ⇥10�6

4 transactions 819 867 1.253 ⇥10�5

5 parallel 999 1159 1.674 ⇥10�5

6 ibm 1437 1569 2.267 ⇥10�5

7 mysql 1511 1664 2.404 ⇥10�5

8 oracle 1822 1911 2.761 ⇥10�5

9 database 3759 3981 5.752 ⇥10�5

10 microsoft 13089 17408 2.515 ⇥10�4

11 data 20087 30145 4.355 ⇥10�4

Table 1: Queries used in our evaluation, hand picked
for di↵erent selectivity values. The third and fourth
columns indicate how many LZO blocks and how
many records contain each keyword, respectively.

grates with existing developer practices—if a selection cri-
terion is specified, the input splits are adjusted and record
readers are informed, as described above. Otherwise, the
Hadoop job executes as normal. We note that as part of
future work, selection optimizations can be automatically
performed by analyzing plans from Pig scripts. Our Ele-
phant Bird framework already generates custom Pig loaders
automatically, and Pig provides a mechanism by which it
can automatically push selection criteria from a script into
a loader. The loader would then simply have to inject the
criterion into the Hadoop job configuration as is done now
explicitly. This is fairly straightforward and not critical to
the performance of our optimization, so we did not imple-
ment the feature for the prototype discussed here.

3.2 Experimental Results
We present experimental results on the tweet stream for

an arbitrarily selected day, August 1, 2010. On that day,
69.2 million tweets were recorded, totaling 6.07 GB com-
pressed (beyond the actual tweets, each record stores related
metadata). The compressed file contains 39767 LZO blocks,
each 153 KB in size and containing 1740 records on average.
The Lucene full-text index occupies 531 MB, or a bit less
than a tenth of the size of the compressed dataset.
We selected a small set of queries by hand to represent a

range of selectivity values, shown in Table 1. The fourth
column shows the number of records (tweets) containing
the term, and the third column shows the number of LZO
blocks that contain matching records. Note that although
our test set of queries contains only single-term queries, more
complex boolean queries are possible (although not phrase
queries). The actual queries are not particularly important,
only the selectivity values they represent are. The experi-
mental task was very simple: selection of tweets that match
the relevant query term and writing those tweets to HDFS
without any additional processing. This simple task isolates
the impact of our selection optimization.
Experiments were run on a Hadoop cluster consisting of

87 nodes (each with dual quad core Xeons and 9 TB disk
storage), running Cloudera’s distribution of Hadoop. Since
this is a production cluster that is always running jobs, it
is quite tricky to obtain reliable performance measurements.
This is complicated by the relatively short running times of

168,675 additional records
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on the field in question (at the LZO block level). Upon sub-
mission of a Hadoop job, the inverted index is consulted,
and only those blocks that match the selection criterion are
decompressed and scanned (more precisely, we process only
those blocks known to contain at least one matching record
of interest). Throughout this paper, we will illustrate with
the running example of selecting tweets that match a partic-
ular keyword, with the understanding that the technique is
broadly applicable to any type of record with free-text fields
or other semi-structured data (for example, we could just as
easily index HTTP logs by IP addresses).

3.1 Implementation
Based on the organization of our analytics stack, the ap-

propriate granularity of full-text inverted indexes on free-
text fields is at the LZO block level—critically, not at the
level of individual records. Since LZO-compressed data must
be read a block at a time, precisely pinpointing which record
contains a particular keyword brings little additional bene-
fit (beyond pinpointing the relevant block), since the entire
LZO block must be decompressed anyway.

For each LZO block, we create a “pseudo document” con-
sisting of the text of all tweets contained in the block. These
pseudo documents are then indexed with Lucene, an open-
source retrieval engine.5 To obtain compact indexes, we do
not store term frequency information and term position in-
formation. Therefore, instead of simply concatenating all
tweets together in each pseudo document, tweets are pre-
processed to retain only one occurrence of each term and
enumerated in lexicographic order. The structure of the in-
dex limits us to coarse-grained boolean queries. Lack of po-
sitional information precludes phrase queries, although ex-
perimental results suggest this isn’t a severe limitation. The
tradeo↵ of query expressiveness for compact index structures
appears to be a good choice.

Upon submission of a Hadoop job, the inverted index is
consulted for blocks that meet the selection criterion; blocks
are referenced by byte o↵set positions. The input splits of
the dataset (i.e., partitions aligned with HDFS file blocks)
are first computed as usual. Next, the start of each input
split is advanced to the byte o↵set position of the first rel-
evant LZO block within that split. The list of LZO blocks
matching the selection criterion is then passed to the record
readers assigned to each input split.

In a normal Hadoop job, record readers are instantiated
on each of the worker nodes (via the TaskTrackers). Each
record reader then sequentially scans the input split it was
assigned to, decoding input records and passing them along
to the mapper code. In our implementation, the record read-
ers have been made aware of the LZO blocks matching the
selection criterion (i.e., from consulting the inverted index).
After processing a relevant LZO block, it skips ahead to the
next matching block. Blocks known not to match the se-
lection criterion are skipped, thus eliminating unnecessary
disk IO and additional overhead necessary to decode records.
Each relevant LZO block is processed as normal (i.e., the se-
lection criterion is applied to each tweet).

In our current implementation, which is best character-
ized as a proof of concept, the developer specifies the selec-
tion criterion as part of configuring the Hadoop job. This
design choice means that our optimization seamlessly inte-
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1 hadoop 97 105 1.517 ⇥10�6

2 replication 140 151 2.182 ⇥10�6

3 bu↵er 500 559 8.076 ⇥10�6

4 transactions 819 867 1.253 ⇥10�5

5 parallel 999 1159 1.674 ⇥10�5

6 ibm 1437 1569 2.267 ⇥10�5

7 mysql 1511 1664 2.404 ⇥10�5

8 oracle 1822 1911 2.761 ⇥10�5

9 database 3759 3981 5.752 ⇥10�5

10 microsoft 13089 17408 2.515 ⇥10�4

11 data 20087 30145 4.355 ⇥10�4

Table 1: Queries used in our evaluation, hand picked
for di↵erent selectivity values. The third and fourth
columns indicate how many LZO blocks and how
many records contain each keyword, respectively.

grates with existing developer practices—if a selection cri-
terion is specified, the input splits are adjusted and record
readers are informed, as described above. Otherwise, the
Hadoop job executes as normal. We note that as part of
future work, selection optimizations can be automatically
performed by analyzing plans from Pig scripts. Our Ele-
phant Bird framework already generates custom Pig loaders
automatically, and Pig provides a mechanism by which it
can automatically push selection criteria from a script into
a loader. The loader would then simply have to inject the
criterion into the Hadoop job configuration as is done now
explicitly. This is fairly straightforward and not critical to
the performance of our optimization, so we did not imple-
ment the feature for the prototype discussed here.

3.2 Experimental Results
We present experimental results on the tweet stream for

an arbitrarily selected day, August 1, 2010. On that day,
69.2 million tweets were recorded, totaling 6.07 GB com-
pressed (beyond the actual tweets, each record stores related
metadata). The compressed file contains 39767 LZO blocks,
each 153 KB in size and containing 1740 records on average.
The Lucene full-text index occupies 531 MB, or a bit less
than a tenth of the size of the compressed dataset.
We selected a small set of queries by hand to represent a

range of selectivity values, shown in Table 1. The fourth
column shows the number of records (tweets) containing
the term, and the third column shows the number of LZO
blocks that contain matching records. Note that although
our test set of queries contains only single-term queries, more
complex boolean queries are possible (although not phrase
queries). The actual queries are not particularly important,
only the selectivity values they represent are. The experi-
mental task was very simple: selection of tweets that match
the relevant query term and writing those tweets to HDFS
without any additional processing. This simple task isolates
the impact of our selection optimization.
Experiments were run on a Hadoop cluster consisting of

87 nodes (each with dual quad core Xeons and 9 TB disk
storage), running Cloudera’s distribution of Hadoop. Since
this is a production cluster that is always running jobs, it
is quite tricky to obtain reliable performance measurements.
This is complicated by the relatively short running times of

>30% of Row Groups are read!
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Figure 2: End-to-end job completion times for each
of our queries, across 20 trials for each condition.
Error bars show standard errors.

all jobs (< 1 minute). Our solution was to avoid peak hours
and run many trials, hopefully smoothing out the “back-
ground noise” of concurrent jobs. Each experimental run
consists of ten trials each of the baseline (brute force se-
quential scan) and optimized selection, alternating, for all
11 queries (220 trials total). We then repeated the experi-
mental run (i.e., all 220 trials) again at a di↵erent time. We
report aggregate statistics across all trials, including those
that were clearly a↵ected by concurrently running jobs (since
due to our alternating trials, cluster load would a↵ect each
condition equally).

In all cases except for optimized selection with the queries
‘hadoop’ and ‘replication’, each job yielded 46 tasks (i.e., the
input file spans 46 HDFS blocks). With those two queries,
the jobs launched only 32 tasks—only those input splits con-
tained a relevant LZO block.

Performance was measured in two ways: first, the end-to-
end running time of the query; second, the cumulative time
spent by all the mappers, which quantifies the total amount
of work necessary to complete the job. This is accomplished
by instrumenting the job with Hadoop counters. The end-
to-end running times are shown in Figure 2 for each of the
queries (in the same order as in Table 1). Error bars denote
standard error across all of the runs. Running times for the
optimized selection include consulting the Lucene inverted
index to enumerate all matching LZO blocks, which takes
less than a second on average. Figure 3 shows the cumulative
running times, i.e., sum total across all map tasks. Error
bars also show standard error.

We can see that optimized selection has a noticeable but
not substantial e↵ect on end-to-end running times. We ex-
plain this result as follows: First, Hadoop jobs are relatively
slow in starting up, since the architecture was optimized
for large batch processes. In fact, a significant portion of
the processing time in both conditions is taken up by the
fixed job overhead. Second, since our jobs are short-lived, it
means that idiosyncratic interactions with concurrent jobs
(i.e., in scheduling) can have a substantial impact on end-
to-end running times. Finally, since the job occupies only
a small fraction of the entire cluster capacity (46 tasks out
of a total of 870 task slots across the cluster), all tasks run
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Figure 3: Cumulative running times for each of our
queries (i.e., sum of amount of time spent in all the
mappers), across 20 trials for each condition. Error
bars show standard errors.

in parallel. From what we could tell, cluster capacity was
not saturated during our experimental runs by concurrently
running jobs. As a result, the end-to-end running time is
bound by the slowest task. For substantially larger jobs,
end-to-end performance will be bound by the throughput
of task completion, and not simply task latency. Note that
since we ran experiments on a production cluster, it was not
practical to experiment with large jobs that might interfere
with production processes. Nevertheless, for ad hoc analyt-
ics tasks at Twitter, it is common to process substantially
larger datasets.
Despite these caveats, we still see noticeable reductions

in end-to-end running times, ranging from approximately
30% for the most selective query and approximately 6% for
the least selective query. However, it appears that for the
least selective query in our testset, our selection optimization
provides little benefit in terms of end-to-end running time
(more on this later when we present our analytical model).
Turning our attention to the cumulative running time, i.e.,

the sum of running times across all mappers (Figure 3), we
see significant reductions, varying with the selectivity of the
query. This makes intuitive sense, since the amount of work
saved by our optimization is directly related to the selectiv-
ity of the query. From Figure 3, we also get a sense of the
job overhead of Hadoop—in the brute force case, each task
runs for around 15 seconds, and in some of the optimized
selection cases, each task runs for no more than a few sec-
onds. The heavy overhead in job startup is a known issue
in Hadoop, and is said to be somewhat mitigated in more
recent distributions of the software.
Nevertheless, the conclusions from these experiments are

fairly clear. Our selection optimization decreases end-to-end
running time moderately for small, selective queries. How-
ever, the cumulative running time results suggest greater
gains for larger queries and substantial increases for query
throughput (i.e., with many concurrent queries).

3.3 Analytical Model
To complement our experimental results, we present a

simple analytical model that predicts the number of com-
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